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NITS is a Universal Density Estimator

Neural Inverse Transform Sampler

A fundamental obstacle in density estimation is the trade-off between
tractability and flexibility of the density function           . For example...

Energy Based Models

can have arbitrarily 
powerful      , but require 
estimation of the normal-
izing constant       , which
usually requires numerical
integration.

Gaussian Mixture Models

have analytically comput-
able normalizing constants,
but few degrees of freedom.   

Normalizing Flows

sidestep the normalizing
constant entirely, but 
require judicious choice of
      so that       and 
are tractable.
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We consider the following attributes in an ideal density estimator:

What if we can compute the normalizing constant analytically, for arbitrary      ? 
Recall the Fundamental Theorem of Calculus: If there exists        such that 

                                                                                               ,

then

                                                                                                   .

This basic strategy can be extended to higher dimensions via the Gradient
Theorem. Therefore, by representing       as a a neural network, the above condition
is always fulfilled, and so we retain the flexibility of an arbitrarily powerful      while 
retaining the tractability of         .     

We call the resulting network a Probabilistically Normalized Network (PNN), which
can model arbitrary continuous, compactly supported conditional densities                .

Above: An illustration of a two-dimensional PNN. To compute                 , we first
differentiate w.r.t.      while holding     constant. Then, we divide by 
evaluated at the boundaries              and              .

By decomposing n-dimensional densities autoregressively via the probabilistic
chain rule, we can model arbitrary densities:

Since the normalized network                 represents the cumulative distribution func-
tion of each conditional density, we can easily invert it via bisection search, and 
sample from each conditional density via the Inverse Transform Method:

   1. sample                                       ,
   2. compute                                           ,
 
where      is now distributed as the desired density. 

The resulting estimator can universally approximate any continuous autoregressive 
random variable with compact support:

NITS achieves state-of-the-art performance on density estimation tasks on 
tabular data, among normalizing flow-based density estimators.

NITS also performs favorably in a generative modeling setting with images, when 
compared against normalizing flow-based models and autoregressive models.
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